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I. INTRODUCTION

Sentiment detection, is a special niche of text classification,
that emerged as a new research area at the beginning of the
2000s due to the increase of subjective texts in the social
media, forums, and blog [1]. Sentiment detection is also
commonly referred to as sentiment analysis, opinion mining,
review mining, subjectivity extraction, and opinion extraction
[2]. In this paper, we will continue referring to it as sentiment
detection. The applications of sentiment detection are growing
with the times, it has been applied for mental illness detection
[3], sarcasm detection [4], movie review sentiment detection,
etc. Sentiment detection can be performed on an variety of text
sources whether it digital copies of books, documents, forum
posts, social media posts.

Social media platforms contain a wealth of free, readily
available data that can be gathered, analyzed and used to
measure the public’s perception of a company, the services
it provides, or the products it produces. Twitter, is one such
platform, that has become one of the biggest social media
platforms. As of last year, Twitter had approximately 300
million active users per month. Millions of tweets are sent a
day. It stands to reason that a large amount of data is generated
by Twitter users. Among the daily tweets, are subjective
reviews of companies, products, movies, and commentary on
political issues. This generated data is used by companies and
researchers for multiple sentiment detection problems. Compa-
nies require feedback from their customers to remain relevant
and competitive. However, manually going through reviews
or conducting focus groups can be rather cumbersome and
costly. With this in mind, companies can use Twitter’s publicly
available application programming interface (API) to gather
tweets about a company, the services it provides or products
it produces and from those tweets analyze the general feeling
of its customers towards them, their services, or the product.
Large companies like Amazon and Dell are already leveraging
this data to evaluate how their customers react to their service
[5]. On the other hand, most of the research being done
in the field is comparison research, where the performance
of different machine learning techniques is compared. Also,
much focus is being put on varying pre-processing and feature
extraction and feature selection techniques to achieve different
results.

The rest of the paper will contain a literature review in
section two. Section three is about the implementation process
of the pre-processing, feature extraction, and feature selection.
The rest of the paper will contain the discussion, results,
conclusions and future work.

II. LITERATURE REVIEW

This section gives a brief summary of the research that is
currently being undertaken in the field of sentiment detection.

Contratres et al. attempted to remedy the problem of making
recommendations to new users in recommender systems for
e-commerce websites. The authors, used naive Bayes and a
support vector machine (SVM), coupled with term frequency-
inverse document frequency (TF-IDF) to perform sentiment
analysis using the social media data that a new user of an e-
commerce website volunteers to give to the system for the
generation of product recommendations [6]. In their future
work, they proposed using deep learning techniques to classify
product categories and sentiment.

Zheng et al [7], focused on the feature extraction techniques
that can be utilized in sentiment detection. The paper mainly
focused on Chinese online reviews and used only a SVM to
test the different techniques. For feature extraction N-Part-of-
Speech-grams, TF-IDF. In the end, TF-IDF outperformed the
different combinations of N-PoS-grams.

Jiaqiang and Xialoin (2017), observed that much focus is put
on feature extraction in the field. In contrast, they studied the
effects of pre-processing tweets by removing links, expanding
acronyms and removing stop words just to mention a few.
Their implementation used random forests, SVM, logistic
regression and naive Bayes to perform sentiment detection.
For feature extraction they used N-grams and prior polarity.
They observed that the random forests and SVM algorithms
are more sensitive to the different pre-processing techniques)
[8].

On the other hand, the performance of different machine
learning techniques was evaluated when applying feature
selection using IG. They proposed that a majority voting
ensemble (MVE) comprised of a SVM, linear regression, and
naive Bayes algorithm. The results showed that using IG for
feature selection improves performance and that the MVE
outperformed the individual algorithms [9].



Likewise, Zainuddin et al, emphasized the importance of
feature selection in their implementation of a hybrid senti-
ment classification for Twitter [10]. The research presented a
comparison of the different feature selection methods. These
methods included the principal component analysis (PCA),
latent semantic analysis (LSA), and random projection (RP).
To test their methods, they used a SVM. In the end, the PCA
yielded the best results.

Lauren et al [11], expanded on their previous work where
they proposed an ELM for word embeddings. In the afore-
mentioned paper, they applied their previously designed ELM-
based word embedding for sentiment detection and sequence
labeling. Their implementation achieved better results than
the standard word2vec word embedding and global vectors
(GloVec) model in both sentiment detection and sequence
labelling.

Furthermore, deep learning techniques that have been pre-
viously used in text classification tasks were compared to
a SVM in sentiment detection for Arabic hotel reviews. In
this study, the Arabic Natural Language Processing was used
for pre-processing and N-grams, parts-of-speech tagging and
word embeddings were used for feature extraction. The SVM
outperformed the different deep learning techniques [12].

Similarly, in another study, a deep convolutional neural
network (CNN) was used in an ensemble algorithm to achieve
better results. The study compared the proposed (ensemble)
model with other variations of a CNN and found that the
proposed model achieved better results than some CNNs
but not all of them. In this application, global vectors, the
word2vec model, TF-IDF, and bag-of-words were used for
feature extraction [13].

Given the surveyed literature above, it is quite evident that
many of the studies conducted are comparative in nature. In
the same way, our research will be comparison of different
feature extraction methods; similar to Zheng et al, TF-IDF
will be used for extraction. However, as opposed to Zheng
et al, the TF-IDF will be compared against the ELM word
embeddings. Moreover, for feature selection, Zainuddin et al
and data science competitions have proven the utility of PCA
as a feature selection method. Therefore, the PCA method
will be compared to IG. Furthermore, most of the papers
surveyed suggested implementing deep learning approaches
in their future work. Thus, in this paper we propose a ResNet
as our deep learning approach which has not been used in
the surveyed literature. Finally, in addition to the ResNet,
we propose using the XGBoost algorithm. Both of these
techniques will be compared against the standard machine
learning techniques used in sentiment detection such as SVM
and naive bayes.

III. IMPLEMENTATION

A. Data Set

For this paper we will be using the will be the Stanford Twit-
ter Sentiment Corpus (Sentiment140) Stanford Twitter Corpus
(STS) [14]. The data was created by Alec Go, Richa Bhayani,

and Lei Huang, who were Computer Science graduate students
at Stanford University. On their website as referenced above,
the use cases stated include: brand management, polling and
planning a purchase. The file consists of six fields:

• the polarity of the tweet (e.g. 0 = negative, 2 = neutral,
4 = positive)

• the id of the tweet (e.g. 2087)
• the user that tweeted (e.g. robotickilldozr)
• the text of the tweet (e.g. Lyx is cool)
In this research, the data will be divided into training and

testing portions as illustrated in Fig. 1.

B. Pre-processing

For any machine learning algorithm to work for any NLP
task the text needs to be represent as numerical data for
statistical analysis. However, it is unlikely for most text to
immediately be ready ready for feature extraction. Because,
if this is the case, the feature extraction will generate a lot of
features that are not important to the task at hand and thereby
generate noise which will affect the final model’s accuracy
and its ability to generalize. Therefore, to alleviate the noise
in text data, the data must first go through the stages of
pre-processing.

1) Tokenization: Tokenization is the process of breaking
down continuous text into words, phrases, and removing
spaces from a given text. The resulting words, phrases, and
or symbols are referred to as tokens [15].

2) Stop words removal: In the context of social media,
text and document classification is often fill with common
words like ’an’, ’this’, ’that’, ’is’ that often carry a small
weight relative to other words. These words are known as
stop words. Most natural language toolkits (NLTK) have
a list of stop words to be used during the pre-processing
phase. This list is then used to reliminate the words from text
or documents this consequently decrease the resulting features.

3) Stemming: Stemming is transforms a word to obtain
its variants using different linguistic processes like affixation
(adding affixes). The most frequently used stemmer is the
Porter Stemmer, this paper will also use this stemmer.

4) Spelling correction: With social media posts, there will
often be words that are deliberately misspelled to achieve
some sort of emphasis. For instance, someone would write
’Amazzzziiiiing’, instead of just amazing. These are some
of the spelling mistakes that one must deal with during pre-
processing. Also, these are not the only spelling mistakes that
are there but these are the most prevalent in our context. To
mitigate this, we will use the python pattern library to correct
the spelling mistakes contained in our text sample.

5) Noise removal: In the case of social media or blog
posts, there can be a lot of symbols and characters that
add no value to a machine learning model, but are rather



Fig. 1: Process flow chart

relevant in the context of whatever social media platform
the post is from. From example the hashtag ’#’ and the tag
’@’ characters on Twitter. Noise removal is performed as
an attempt to remove some of these characters. However,
because this technique requires the use of regular expressions,
it is done at the potential expense of losing punctuation marks
which are critical in understanding sentences.

C. Feature Extraction

This section will give a brief overview on the feature
extraction techniques that will be compared in this paper
for the experimentation section. Namely, the term frequency-
inverse document frequency, ELM-based word embeddings,
and word2vec embedding. This is not an exhaustive review
of the techniques, but rather a high-level description of the
techniques and how they work.

TF-IDF is one of the simplest techniques of text feature
extraction. A reductionist definition would be that TF-IDF is
a method based on counting the number of words in a given
document and assigning a weight according to how frequently
the word appears across the documents.

As mentioned in the literature review section of this paper,
our approach will implement an ELM-based word embedding
as implemented by Lauren et al [11]. ELM use a standard
feed-forward neural network structure with a single hidden
layer, as illustrated in Fig. 2.

Fig. 2: ELM architecture

D. Feature Selection

For any machine learning algorithm to learn and gain
meaningful insight and at times generalize quickly, one must
perform feature selection. Feature selection is a process by
which an algorithm is used to determine which attributes in a
vector are most useful in determining a label or class value.
For this paper, we will use information gain (IG) and principal
component analysis (PCA) for feature selection.



In the context of text classification, IG measures the bits
of information gained, while deciding the class which a text
belongs to by checking how frequently a word occurs in the
text [16].

On the other hand, PCA computes new variables called
principal components [17] to achieve its main goals, which
are:

• extract the most important information from the data table
• compress the size of the data set by keeping only this

important information
• explain and simplify the description of data
• analyze the structure of observations and variables

The resulting values are in the form of linear combinations
of the original variables.
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