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Abstract—Sentiment detection is a field of natural language
processing that aims to automatically detect the overall emotion
expressed in a piece of text on a given scale. One way of
doing this is to determine whether the emotion expressed in the
text is positive, neutral or negative. The large amounts of text
data generated in social media everyday has resulted in a data
deluge. This data can be leveraged to gauge public opinion on
a range of topics. Therefore, automatic sentiment detection has
become an increasingly important area of research. This research
proposes the use of Extreme Gradient Boosting and a Residual
Neural Network coupled with Information gain and/or Principal
Components Analysis, for sentiment detection in Tweets.

Index Terms—Sentiment, Detection, Analysis, Emotion, Deep,
Learning, Support Vector Machines

I. INTRODUCTION

Sentiment detection is a niche subarea of text classification
that emerged as a new research area in the early 2000s
due to the large increase of subjective texts in social media,
forums, blogs etc. [1]. It aims to use of state-of-the-art machine
learning (ML) techniques towards automatically determining
the emotion/sentiment expressed in a piece of text on a given—
usually discrete—scale. The sentiment scale used can range
from a fundamental classification into {Positive, Negative,
Neutral} categories, to much more sophisticated scales that
represent varying degrees of positive and negative sentiment.
Sentiment detection is also commonly referred to as sentiment
analysis, opinion mining, review mining, subjectivity extrac-
tion, and opinion extraction in the literature [2]. In this paper,
we will continue to refer to it as sentiment detection.

Social media platforms contain a wealth of free, readily
available data that can be gathered, analyzed and used to
gauge the public perception of a particular subject. Twitter
is one such platform, that has become one of the biggest
social media platforms. As of 2018, Twitter had approximately
300 million active users per month. Users readily share their
opinions about a variety of subjects continuously throughout
each day.

By leveraging the data on social media, the applications
of sentiment detection are growing with the times. Re-
cently, sentiment detection has been applied to mental illness
detection[3], sarcasm detection [4], movie review sentiment
detection [5], among other applications.

One particularly useful and lucrative application of senti-
ment detection is towards business intelligence, specifically
towards automatically gauging the public perception of prod-
ucts offered by companies. Companies require feedback from
their customers to remain relevant and competitive. Tradi-

tionally, this was achieved by means of manually gathered
customer reviews, interviews, focus groups etc which was
time-consuming, cumbersome and costly.

Sentiment detection holds the promise of being able to
gauge the public perception on a near-real-time basis, at
significantly lower cost and with much greater ease. Large
companies like Amazon and Dell, among many others, are
already leveraging this technique to evaluate customers’ reac-
tions to their services [6].

Sentiment detection is clearly a useful and important area
of research. This research aims to devise a sentiment detection
system for Tweets. The rest of the paper is organized as fol-
lows: Section II provides a review of relevant recent literature
into sentiment detection which is used to inform the focus of
this research which is detailed in Section III.

II. LITERATURE REVIEW

This section provides a brief summary of recent relevant
research in the field of sentiment detection.

Contratres et al. [7] attempted to remedy the problem of
making relevant recommendations to new users in recom-
mender systems for e-commerce websites [7]. They proposed
the use of sentiment detection on the social media profile
that a new user of an e-commerce website volunteers to give
to the system to help generate more relevant user-specific
product recommendations. They compared a naive Bayes
and Support Vector Machine (SVM) classifier, coupled with
term frequency-inverse document frequency (TF-IDF) towards
sentiment detection. In their future work, they proposed using
deep learning techniques to classify product categories and
sentiment.

Zheng et al. [8], focused on the feature extraction techniques
that can be utilized in sentiment detection. The paper mainly
focused on sentiment detection of Chinese online reviews
using a SVM for classification. They compared two feature
extraction techniques, namely, N-Part-of-Speech-grams (N-
PoS-grams) and TF-IDF. In the end, they found that TF-IDF
outperformed the different combinations of N-PoS-grams.

Jiaqiang and Xialoin [9] compared a range of text pre-
processing alternatives and studied their effects on sentiment
detection on tweets, in addition to comparing random forests
(RFs), SVMs, logistic regression and naive Bayes classifiers
to perform sentiment detection, and N-PoS-grams and prior
polarity feature extraction. They observed that RFs and SVMs
are more sensitive to different pre-processing techniques.



Lauren et al. [10], expanded on their previous work where
they proposed an Extreme Learning Machine (ELM) for word
embeddings. They applied their previously designed ELM-
based word embedding for sentiment detection and sequence
labeling. Their implementation achieved better results than
the standard word2vec word embedding and global vectors
(GloVec) model in both sentiment detection and sequence
labelling.

Al-Smadi et al. [11], compared deep learning techniques to
a SVM in sentiment detection for Arabic hotel reviews. In this
study, Arabic Natural Language Processing was used for pre-
processing, and N-PoS-grams tagging and word embeddings
were used for feature extraction. The SVM outperformed the
different deep learning techniques for sentiment detection.

In another study [12], a deep convolutional neural network
(CNN) was used in an ensemble algorithm to achieve better
results. The study compared the proposed (ensemble) model
with other variations of a CNN and found that the proposed
model achieved better results than some CNNs. The system
used global vectors, the word2vec model, TF-IDF, and bag-
of-words for feature extraction.

III. DISCUSSION AND RESEARCH FOCUS

Given the surveyed literature above, it is evident that many
of the studies conducted are comparative in nature. In the same
way, the proposed research will be a comparison of different
feature extraction methods; similar to Zheng et al. [8], TF-IDF
will be used for feature extraction. However, unlike Zheng et
al. [8], the TF-IDF will be compared against the ELM word
embeddings. Moreover, for feature selection, Zainuddin et al.
[13]. showed the utility of PCA as a feature selection method.
Therefore, the PCA method will be compared to IG for feature
selection.

Furthermore, most of the papers surveyed suggested imple-
menting deep learning approaches in their future work, but
SVMs were found to out-perform deep learning approaches
in many cases. Thus, in this paper we propose a ResNet
as our deep learning approach which has not been used in
the surveyed literature. Finally, in addition to the ResNet,
we propose using the XGBoost algorithm. Both of these
techniques will be compared to other ML techniques such as
SVMs and naive Bayes.

Figure 1 depicts the proposed system architecture. Referring
to the figure, the Stanford Twitter Sentiment Corpus [14] will
be pre-processed, and features will be selected and extracted
from it. This will be followed by training in the (top) training
phase of the aforementioned ML techniques using a subset of
the data set. Finally, the remainder of the data set will be used
to test the proposed approach in the (bottom) testing phase.

IV. PROPOSED IMPLEMENTATION

A. Data Set

For this paper we will be using the Stanford Twitter
Sentiment Corpus (Sentiment140) Stanford Twitter Corpus
(STS)[14]. The data was created by Alec Go, Richa Bhayani,

and Lei Huang, who were Computer Science graduate students
at Stanford University. On their website as referenced above,
the use cases stated include: brand management, polling and
planning a purchase. The file consists of six fields:

• the polarity of the tweet (e.g. 0 = negative, 2 = neutral,
4 = positive)

• the id of the tweet (e.g. 2087)
• the user that tweeted (e.g. robotickilldozr)
• the text of the tweet (e.g. Lyx is cool)
In this research, the data will be divided into training and

testing portions as illustrated in Fig. 1.

B. Pre-processing

For any machine learning algorithm to work for any NLP
task the text needs to be represent as numerical data for
statistical analysis. However, it is unlikely for most text to
immediately be ready ready for feature extraction. Because, if
this is the case, the feature extraction will generate a lot of
features that are not important to the task at hand and thereby
generate noise which will affect the final model’s accuracy
and its ability to generalize. Therefore, to alleviate the noise
in text data, the data must first go through the stages of pre-
processing.

1) Tokenization: Tokenization is the process of breaking
down continuous text into words, phrases, and removing
spaces from a given text. The resulting words, phrases, and
or symbols are referred to as tokens[15].

2) Stop words removal: In the context of social media, text
and document classification is often fill with common words
like ’an’, ‘this’, ‘that’, ‘is’ that often carry a small weight
relative to other words. These words are known as stop words.
Most natural language toolkits (NLTK) have a list of stop
words to be used during the pre-processing phase. This list is
then used to reliminate the words from text or documents this
consequently decrease the resulting features.

3) Stemming: Stemming transforms a word to obtain its
variants using different linguistic processes like affixation, i.e.
adding affixes. The most frequently used stemmer is the Porter
Stemmer, this paper will also use this stemmer.

4) Spelling correction: With social media posts, there will
often be words that are deliberately misspelled to achieve
some sort of emphasis. For instance, someone would write
‘Amazzzziiiiing’, instead of just amazing. These are some of
the spelling mistakes that one must deal with during pre-
processing. Also, these are not the only spelling mistakes that
are there but these are the most prevalent in our context. To
mitigate this, we will use the python pattern library to correct
the spelling mistakes contained in our text sample.

5) Noise removal: In the case of social media or blog
posts, there can be a lot of symbols and characters that
add no value to a machine learning model, but are rather
relevant in the context of whatever social media platform
the post is from. From example the hashtag ’#’ and the tag
’@’ characters on Twitter. Noise removal is performed as an
attempt to remove some of these characters. However, because
this technique requires the use of regular expressions, it is done



Fig. 1: Proposed sentiment detection system architecture.

at the potential expense of losing punctuation marks which are
critical in understanding sentences.

V. IMPLEMENTATION

This section will focus on the machine learning techniques
used in this paper, the experimental environment, training, and
optimization of the machine learning models.

1) Extreme Gradient Boosting: The concept of ”Gradient
Boosting” originates from the paper Greedy Function Approx-
imation: A Gradient Boosting Machine written by Jerome
Friedman. Much of his work forms part of the Extreme Gradi-
ent Boosting algorithm. The algorithm is used for supervised
learning problems. The model has parameters which must be
learned from the data and tuned for better performance.

Not all the parameters were tuned for the implementation in
this paper. The parameters that were tuned in our experiment
are the max depth which ensures the tree does not exceed a
certain depth, the deeper a tree, the more complex it becomes.
Other parameters include the number of trees in the whole tree
and the sample of the data being used.

2) Residual Neural Network: In deep learning, there is a
constant dilemma of adding more layers to potentially boost
performance and keeping the the neural network from growing
too big that some neurons start vanishing [16]. In response,
different architectures of the residual neural network have been
proposed and implemented this leading to the development of
very deep neural networks that actually add value as they grow
in size.

The ResNet consists of an “identity connection/layer” that
is able to skip one or more layers as illustrated in Fig. 1.
This then results in the ability for researcher to stack layers
on a neural network. He et al. [17] in their paper proposed a
pre-activation of residual blocks. Now this has resulted in a
few arrangements of the architecture. The paper will use the
original architecture of the ResNet.

3) Environment: The experimental setup for this research
was a computer running Windows operating system with the
following specifications and software:

• 16 Gigabytes of RAM
• Nvidia GeForce GTX 1060 graphics card with 6 Giga-

bytes of memory
• Hard Disk Drive with 250 Gigabytes
• Jupyter Notebook

4) Pre-processing: First, as suggested in the literature re-
view section of this paper, the first step for any NLP experi-
ment is data cleaning. For tokenization, WordPunctTokenizer
was used, as it has been found to perform better than others.
The NLTK comes standard with lists containing stopwords,
lemmatized words, and stemmed word. These were used in
the text pre-processing stage with the help of regular expres-
sions to remove unwanted punctuation marks and characters.
Furthermore, TF-IDF was used for feature extraction which
resulted in a numeric vector which was subsequently used for
the XGBoost classification algorithm.

The TF-IDF features depend on the input data. A large
data set will result in a large number of features. For this
experiment the data set has 250 000 instances which resulted
in 47 781 features after feature extraction using TF-IDF.

5) Initial Training and Testing: Preliminary training and
testing was performed on the chosen machine learning meth-
ods. Before optimization, an out of the box XGBoost classifier
with the addition of the tree method parameter which is
used by passing the argument ‘gpu hist’ to activate GPU
computation. The F1 score for this classifier was 70% as
seen in Table 1. The purpose of this initial test was to
position ourselves for the next stage which is optimization
and parameter tuning.

6) Training and optimization: Training and optimization
was the most time consuming and arduous phase of the
research. First, one has to understand the parameters of the



TABLE I: Baseline Tests for Desired Models

F1-score (%)
Prediction XGBoost ResNet(Adam Optimizer) ResNet-10(Gradient Descent Optimizer)

negative 45 67 0
positive 70 72 67
overall 70 72 67

TABLE II: Improved results Desired Models

F1-score (%)
Prediction XGBoost ResNet(Adam Optimizer) ResNet-10(Gradient Descent Optimizer)

negative 78 71 74
positive 73 80 76
overall 70 75 75

Fig. 2: Identity layer

model/machine learning algorithm that will be used. Then
gradually narrow down which parameters will be focused on
tuning the hyper parameters. Nonetheless, there are online
forums and other literature that advise on which parameters
to focus on like the one relevant to my case.

The Extreme Gradient Boosting algorithm is not compu-
tationally intense. Therefore, a few parameters that make
significant impact to the overall prediction needed to be tuned.
In evaluating a Random Forest Classifier, Foster tuned three
parameters, namely the number of trees/estimators, depth of
the forest, and the number of sample in each branch has [18].
Similarly, I performed a grid search of some parameters in an
attempt to get the optimal parameters for the problem at hand.

Fig. 3 is a partial illustration of the grid search, as the
search space was large and had to be fragmented to make it
manageable, all the while updating the model parameters that
are seemingly optimal, that is the ones that do not change.

For the Residual Neural Network, no grid search has been
performed yet. First step was picking an optimizer that not
only converges, but also performs well. The options were the
Adam Optimizer and the Gradient Descent Optimizer. Gra-
dient descent clearly converges. However, due to its adaptive
learning rate, the Adam optimizer’s performance fluctuates.
However, after 12 epochs it appears to be beginning to
stabilize, as seen in Fig. 4. Therefore, there is a need to train
for longer epochs for a better model.

VI. RESULTS AND ANALYSIS

In evaluating the models, the data set was split into 160 000
for training, 50 000 for testing and 40 000 for cross validation.
In addition to that, 2 500 samples of the Semeval, of which
some where neutral. A caveat of this project is that none of our
models cater for neutral classes thus far. From the relatively
small sample, the XGBoost model achieved 93% accuracy.

On the other hand, after cross validation and parameter
tuning, the baseline F1-score as presented in Table 1 have
also improved. Moreover, as compared to the previous table,
there has been an improvement on the per class F1-score
together with the overall F1 Scores. The XGBoost model has
outperforms our deep learning technique by 7% when only
looking at per-class f1 score..

VII. CONCLUSION

In conclusion, we proposed implementing two ML tech-
niques to perform sentiment detection. That is, using Extreme
Gradient Boosting algorithm and any arrangement of the
ResNet architecture. In our experiments we have discovered
that it is rather difficult to cross to the 80% F1-score when
working with these two algorithms. For future work, we pro-
pose applying some kind of informed dimensionality reduction
[19] feature selection and try a different architecture that
applies the ResNes paradigm like the one used to classify web
pages[20].
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